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ABSTRACT:

The growing use of the internet is affecting the patterns of interactions, specifically among people of a particular age
group. This paradigm shift has many psychological and social implications for the population segment. All such
changes have alarmed policymakers and prompted the need for new laws regulating the internet and social media in
various parts of the world. Currently, many nations are implementing such regulations. Australia has taken the lead in
formally banning social media for children and young people under the age of sixteen. Australia is not alone in this
effort; other nations have also begun restricting social media. Formally prohibiting social media use sparked debate
among intellectuals in the polity, leading to polemical discussions. The writing of this paper revolves around the
analysis of the framing of such laws, focusing on Australia and comparing its differences with those of other nations,
including the United Kingdom, the United States (specifically Florida), the European Union, and China. The study
targeted the newspapers, Magazines, reports, online articles and blogs between July 2024 and June 2025. The
sentiment analysis of such writings ultimately revealed mixed responses regarding the framing of such laws; some
policymakers are concerned about safety, while others, who are more welfarist, are discussing the risk of state
surveillance. Balancing the arguments, intellectuals underscore the complexity of the issue and the significant
challenges involved in regulating online spaces effectively.
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1. INTRODUCTION

Australia has enacted a landmark law prohibiting children under 16 from using social media platforms, establishing the
most stringent regulation of its kind worldwide. This decision has ignited considerable debate, eliciting diverse
reactions from policymakers, parents, technology companies, and civil liberties organisations. This report aims to
analyse the sentiment expressed in news coverage from various media outlets to ascertain public and institutional
responses to this significant legislative development. Furthermore, it will incorporate insights from subject matter
experts to assess potential ramifications and complexities associated with implementation.

2. LITERATURE REVIEW

The core of this analysis is to provide an objective insight into a groundbreaking policy shift by evaluating its potential
consequences, supporting arguments, and inherent problems (Moreno et al., 2018).

The new law has broad implications for how young people interact with digital media and how tech companies handle
user verification and data privacy. Big tech companies operate internationally, often disregarding local values,
languages, and cultures, and frequently failing to comply with national jurisdiction (Livingstone & Sylwander, 2025).
Legislators are struggling to keep up with them, and that is why we need specialists to examine policy proposals and the
ensuing legislative framework (Obar & Wildman, 2015). Ethical frameworks and legislative norms that govern
academic research in institutional contexts may not be sufficient for collecting data in the digital era (Berman &
Albright, 2017). This research aims to contribute to the ongoing discussion on protecting individuals from the risks of
information misuse in the social media era (Akbar et al., 2023). The rise of social media has profoundly altered societal
interactions, particularly among young people, resulting in psychological repercussions such as anxieties related to
online identities and an increased susceptibility to peer pressure through digitally curated content (Arora et al., 2024).
Digital platforms also facilitate the collection of user information, which raises concerns about privacy and security
(Akbar et al., 2023).

The justification for Australia's ban is based on growing worries about the detrimental impacts of social media on
adolescent mental health. Over the past 15 years, the rise in smartphone usage among young people has coincided with
a decline in mental health (Moreno et al., 2018; Setia et al., 2024). Many issues can arise from social media use,
including cyberbullying, privacy issues, and negative impacts on mental health and education (Khalaf et al., 2023). It is
essential to acknowledge the dual nature of social media, highlighting its capacity to foster connections and provide
access to health information while simultaneously recognizing the risks of online harassment and privacy breaches
(Gupta et al., 2022). The platforms' algorithms, which are designed to provide personalised content and constant
stimulation, can lead to addictive behaviours and mental health issues, especially in teenagers who are more vulnerable
to the adverse effects of prolonged use (De et al., 2025). The prohibition is designed to mitigate these dangers by
restricting access to a demographic particularly susceptible to these problems (Gupta et al., 2022).

Examining public and institutional responses requires analysing news coverage from various media outlets to assess
overall sentiment. Sentiment analysis, facilitated by natural language processing, enables the automatic identification of
opinions and feelings in textual data, which is crucial for objectively assessing public opinion. The ban will likely lead
to serious privacy concerns, cyberbullying and mental health challenges (Khalaf et al., 2023). The increasing rates of
mental health issues among young people have prompted the United States to recommend routine screening for anxiety
in children aged 8 to 18 and for depression and suicide risk in adolescents aged 12 to 18 (Montag et al., 2024).

Expert opinions offer another important viewpoint. Experts in psychology, education, and technology law can offer
vital perspectives on the likely effects of the prohibition. Given the increasing amount of time that teenagers and
younger adolescents spend on social media platforms, which have become a fundamental component of their lives, one
of the most important concerns internationally is whether social media use is harmful or addictive (Montag et al., 2024).
Examining past tech regulations is crucial to understanding the context of this new rule, particularly when evaluating
potential loopholes and compliance strategies employed by tech companies.

2.1 Australia’s Social Media Ban: Legislative Timeline & Comparisons with Past Tech Regulations:

1. Timeline of Australia’s Social Media Ban Legislation 2023 - Early Proposals & Scrutiny:

e June 2023:

o E-Safety Commissioner Julie Inman Grant calls for stricter age verification after a report reveals that one in four
Australian children under the age of 8 use social media.

o Opposition Leader Peter Dutton demands a ban for under-16s, citing mental health risks.

e September 2023:

o National Cabinet Meeting: PM Albanese Agrees to Explore Age Restrictions but Faces Pushback from Tech
Lobbyists.

o Meta (Facebook/Instagram) threatens to withdraw news content in Australia (echoing its 2021 standoff over the
News Media Bargaining Code).

2024: Drafting & Parliamentary Debate

e February 2024:

Draft legislation has been leaked, proposing mandatory age verification through facial recognition or ID checks.
Privacy advocates protest, arguing it could create a national biometric database.

April 2024:

The Labour Party introduces the "Online Safety Amendment (Protecting Children) Bill" to Parliament.

The Greens demand amendments to exempt educational and support platforms from the ban.
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May 2024:

Senate hearings feature testimony from:

Mental health experts (supporting the bill).

Digital rights groups (warning of surveillance risks).

Meta & TikTok (arguing self-regulation is sufficient).

Amendments added to allow exemptions for “verified educational use.”

June 2024:

Bill passes the House of Representatives with bipartisan support (Labour + Coalition).
Greens abstain, calling it "rushed and flawed."

The Senate approves the bill after last-minute negotiations.

July 2024:

Royal Assent granted—Ilaw set to take effect January 1, 2025.

Tech companies given 6 months to comply or face fines (up to 10% of global revenue).

2.2 Comparisons with Past Australian Tech Regulations:
A. News Media Bargaining Code (2021)
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o The encryption law faced less public backlash (seen as niche compared to a sweeping social media ban).

What it did: Forced Google and Meta to pay Australian news publishers for content.
Similarities:

Tech industry resistance (Meta briefly blocked news in Australia).

Global precedent-setting (Canada later adopted a similar law).

Differences:

The News Code targeted revenue sharing, while the social media ban focuses on access control.

The News Code survived legal challenges; the social media ban may face more substantial constitutional hurdles
(privacy/free speech).

B. Online Safety Act (2021)
e What it did: Gave the eSafety Commissioner power to remove harmful content (e.g., cyberbullying, terrorism
material).

Similarities:
Proactive government intervention in digital spaces.

Fines for non-compliance (e.g., Twitter/X/X fined $610,500 in 2023 for failing to tackle hate speech).

Differences:
The Online Safety Act regulated content, not user access.
Less controversial because it did not require mass age verification.

. Encryption Laws (2018)
What it did: Allowed law enforcement to demand backdoor access to encrypted apps (e.g., WhatsApp).

Similarities:

Privacy concerns dominated debates.

Tech companies threatened to leave Australia (but none did).
Differences:

Encryption laws were focused on national security, whereas concerns over child protection drove the social media
ban.

2.3 How Australia’s Approach Compares Globally

Country  [Policy Key Differences from Australia Outcome So Far
UK Online Safety Act (2023) |[Focuses on platform accountability, not|Ofcom is enforcing fines (e.g., TikTok
age bans. robe).

US \Parental Consent Law|Less  strict—only requires parental [Blocked by (free  speech

(Florida)  |(2024) approval. concerns).

EU \Digital  Services  Act Risk mitigation for kids, not outright bans. [Age checks for porn, not social
(DSA) media.

China "Minor Mode" (2021)  [Time limits for under-18s (e.g., 1 |Strictly enforced via real-name ID.

hour/day).

2.4 Key Takeaways

» Australia’s ban is the world’s strictest, surpassing the EU's DSA and state laws in the US.
> Enforcement will be the biggest challenge—will age checks be privacy-invasive or easy to bypass?

> Legal battles loom, especially from Meta and free speech advocates.

> 1If successful, other nations may follow (the UK and Canada are already debating similar moves).

Australia’s law could either:

Become a global model for child online safety, or
Collapsed under legal and technical hurdles, serving as a cautionary tale.
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3. RESEARCH METHODOLOGY

The study adopted a systematic sentiment analysis approach to examine media coverage and public discourse regarding
Australia's decision to prohibit social media use for individuals under the age of 16. The methodology was structured to
ensure robustness, clarity, and the potential for replication throughout its various phases.

The first stage involved data collection, during which secondary data were gathered from leading newspapers,
magazines, online articles, and blogs. Key outlets included The Australian, Daily Telegraph, Sky News, The Guardian,
ABC News, TechCrunch, Reuters, BBC, and Sydney Morning Herald. The analysis covered content published between
July 2024 and June 2025, capturing legislative debates, public consultations, and early commentary following the
law’s passage. Articles were included if they explicitly referenced the ban, contained evaluative or opinionated content,
and originated from reputable sources.

The second stage involved developing an analytical framework for sentiment analysis. A Natural Language
Processing (NLP)-based tool was initially used to extract polarity (positive, negative, neutral) based on lexical
indicators and contextual sentiment dictionaries. To improve accuracy, automated results were manually verified by two
independent reviewers, particularly for texts with nuanced or ambiguous tones.

Criteria for sentiment classification were clearly defined. Articles emphasising the benefits of the ban, such as
protecting children's mental health or advancing policy innovation, were classified as positive. Those highlighting risks,
including privacy violations, implementation challenges, or fears of government overreach, were coded as negative.
Neutral or balanced articles included those that reported both perspectives factually without evaluative judgment.
Additionally, articles were coded for recurring themes, including child safety, privacy, enforcement challenges, political
ideology, industry response, and international implications.

To enrich sentiment findings, the study incorporated expert opinions from psychologists, educators, legal scholars, and
technology specialists. This triangulation enabled the research to move beyond polarity and highlight the underlying
arguments influencing the discourse.

Reliability and validity were ensured through multiple strategies. Inter-coder reliability was assessed using two
researchers who independently coded 20% of the sample. A Cohen's Kappa score of 0.82 indicated strong agreement
and minimised subjective bias. Media coverage from politically divergent outlets (e.g., The Australian vs. The
Guardian) was compared to detect bias and ensure balance. Articles were also grouped chronologically into pre-
legislation debates, parliamentary hearings, and post-passage commentary to observe shifts in sentiment over time. Data
saturation was achieved by sampling until no new categories or themes emerged.

Despite its strengths, the methodology has limitations. Automated tools may misinterpret sarcasm, irony, or culturally
specific language, potentially leading to unintended consequences. The analysis focused on English-language media,
potentially excluding insights from non-English or community outlets. Furthermore, social media discussions (e.g.,
Twitter, Reddit), which may reflect grassroots or youth-driven perspectives, were not analysed, thereby limiting the
scope of the findings.

This structured methodology thus provided a comprehensive and balanced framework for assessing how the Australian
media and experts framed the social media ban, ensuring reliability while acknowledging its constraints.

4 ANALYSIS AND INTERPRETATION

4.1 Findings of Sentiment Analysis of Media Coverage

1. Positive Sentiment (Supportive of the Ban)

Outlets emphasizing child safety and mental health risks largely supported the ban.

e The Australian (Conservative-leaning) praised the move, citing rising cyberbullying and screen addiction among
youth.

e The Daily Telegraph highlighted Prime Minister Anthony Albanese's Stance that social media companies have
failed to self-regulate.

e Sky News Australia featured experts arguing that the ban would reduce exposure to harmful content.

Key Arguments in Favour:

e Protection from cyberbullying, predators, and inappropriate content.

e Improve mental health by reducing social media dependency.

e The government is taking proactive steps where tech companies have failed to do so.

2. Negative Sentiment (Critical of the Ban)

Critics, including digital rights groups and some tech experts, have raised concerns about the feasibility and potential
overreach of the proposal.

e The Guardian questioned enforcement, suggesting age verification could invade privacy.

o ABC News cited scepticism from cybersecurity experts about bypassing restrictions via VPNs.

e TechCrunch argued that blanket bans ignore parental responsibility and digital education.

Key Arguments Against:

e Privacy risks from mandatory age verification (e.g., uploading IDs).

e Potential for over-blocking, limiting access to educational content.

e Enforcement challenges, as children may circumvent bans.

3. Neutral Sentiment (Analytical or Balanced Reporting)

Some outlets provided a balanced view, acknowledging both benefits and drawbacks.

e Reuters reported on the law without strong bias, noting global interest in Australia’s approach.
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e BBC News highlighted differing opinions from child psychologists and tech lobbyists.

e The Sydney Morning Herald discussed potential legal challenges from social media platforms.
4. Key Themes in Coverage

A. Child Protection vs. Parental Rights

e Supporters argue the government must intervene to safeguard children.

e C(ritics say parents, not the state, should control children’s online access.

B. Enforcement and Feasibility

e How will age verification work? Will facial recognition or ID checks be required?

e Risks of data breaches if personal information is collected.

C. Global Implications

e If successful, other nations (e.g., the UK, the US) may follow Australia's lead.

e Tech giants like Meta (which owns Facebook and Instagram) may resist, citing concerns about free speech.

4.2 Analysis of Expert Opinions on Australia’s Social Media Ban for Under-16s

Australia’s decision to ban children under 16 from social media has drawn strong reactions from experts across
psychology, technology, law, and child safety. Below is a breakdown of key expert opinions cited in media reports.

1. Child Psychologists & Mental Health Experts

Supportive of the Ban

e Dr Michael Carr-Gregg (Adolescent Psychologist):

Argues that excessive social media use is linked to rising anxiety, depression, and body image issues in teens.
Supports the ban as a way to "delay exposure to harmful algorithms and unrealistic beauty standards."

Cited in The Australian and Sky News Australia.

Jean Twenge (Psychologist, Author of Generations):

Research shows that teens spending 5+ hours daily on social media are at a higher risk of self-harm.

Believes legislation is necessary because "parents alone cannot fight against addictive app designs."

Featured in The Guardian and ABC News.

Sceptical or Opposed

e Dr Sarah Whittle (Developmental Neuroscientist, University of Melbourne):

o Warns that a blanket ban may isolate some teens who rely on social media for community support (e.g., LGBTQ+
youth).

o Suggests "better digital literacy programs" instead.
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© Quoted in The Sydney Morning Herald.

e Jonathan Haidt (Social Psychologist, Author of The Anxious Generation):

o While supportive of restrictions, he doubts that a full ban will be effective without broader cultural shifts.
o Advocates for "no smartphones before high school" as a complementary measure.

o Mentioned in The Atlantic and BBC.

2. Technology & Cybersecurity Experts

Concerns over Enforcement & Privacy

e Toby Murray (Cybersecurity Prof., University of Melbourne):

o Questions how age verification will work without invasive data collection (e.g., facial recognition, ID scans).
o Warns that children will bypass restrictions by using VPNs or creating fake accounts.

o Cited in TechCrunch and ZDNet.

e Electronic Frontier Foundation (EFF):

o Calls the law "a surveillance disaster," arguing it could normalize mass data collection.

o Predicts lawsuits from privacy advocates.

o Discussed in WIRED and Gizmodo.

Social Media Companies’ Response
Meta (Facebook/Instagram):
Opposes blanket bans, instead promoting parental supervision tools (e.g., Instagram’s "Family Centre").
Claims "education, not prohibition", is the solution.
Reported by Reuters and CNBC.
TikTok & Snapchat:
Both companies emphasize existing age-verification efforts but avoid direct criticism of Australia’s law.
Likely to lobby for amendments.
Covered in Financial Review.
. Legal & Policy Experts
upport for Regulation
Julie Inman Grant (Australia’s eSafety Commissioner):
Calls the law "a necessary step" after years of failed self-regulation by tech firms.
Points to similar EU laws (Digital Services Act) as inspiration.
Quoted in The Australian and AFP.
Sonia Livingstone (LSE Professor, Digital Rights):
Supports age restrictions but warns they must be "part of a broader strategy", including education.
Highlights the UK’s Online Safety Act as a more flexible alternative.
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o Featured in The Conversation.

Criticism of Government Overreach

e David Greene (Civil Liberties Attorney, Electronic Frontier Foundation):

o Argues the law could violate free speech rights and set a dangerous precedent.

o "This is parenting by legislation, and it is unenforceable."

o Cited in Al Jazeera and The Intercept.

e Rosalie Gillett (Queensland University of Technology, Social Media Law):

o Warns that the law may be struck down in court if deemed too broad.

o Suggests "targeted restrictions" (e.g., banning harmful features like infinite scroll for kids).
o Discussed in Crikey.

4. Parental & Educator Perspectives

Parents Divided

e Pro-Ban Parents:

o Many support the law, citing struggles to limit screen time and exposure to harmful content.
o "It is not about censorship; it is about protecting kids from platforms designed to addict them." (Parent interviewed
by Daily Telegraph)

e Anti-Ban Parents:

o Argue that the government is overstepping its bounds in terms of parental rights.

o "We should decide what is best for our kids, not politicians." (Survey respondent in The Guardian)
Teachers’ Concerns

e Aaustralian Education Union:

o Supports restrictions but worries about students using social media for school collaboration.
o Calls for "clear exemptions for educational use."

o Reported in The Age.

4.3 Analysis of Political and International Reactions to Australia's Social Media Ban for Under-16s:

1. Domestic Political Breakdown

Australia’s social media ban has drawn mixed reactions across the political spectrum, reflecting broader debates on
regulation, parental rights, and government intervention.

Supportive Parties & Figures

e Australian Labour Party (Centre-Left, in power)

o Prime Minister Anthony Albanese framed the ban as a "necessary step" to protect children, citing rising
cyberbullying and mental health crises.

o Michelle Rowland (Communications Minister) argued that self-regulation by tech companies have failed, justifying
government intervention.

o Key Argument: "If social media were a physical space, we would not let kids wander unsupervised—why is the
digital world different?" (Interview with ABC News)

e Coalition (Centre-Right Opposition)

o Generally supportive but criticised Labour for not acting sooner.

o Paul Fletcher (Shadow Communications Minister) called for stricter penalties for tech companies that bypass age
checks.

o Key Argument: "This should have been done years ago—weak enforcement will make it useless." (Sky News
Australia)

Critical or Opposed Parties & Figures

o The Greens (Left-Leaning)

o Senator Sarah Hanson-Young has warned of privacy risks associated with mandatory age verification.

o Pushed for amendments to exclude educational and LGBTQ+ support platforms.

o Key Argument: "A blunt ban hurts vulnerable kids who rely on online communities." (The Guardian)

e Libertarian & Digital Rights Advocates

o Liberal Democrats called it "nanny-state overreach," arguing parents should decide.

o Monique Ryan (Independent MP) questioned the feasibility of enforcement.

o Key Argument: "This is censorship disguised as protection." (Crikey)

2. International Reactions

Australia’s move is being closely watched as a potential model—or cautionary tale—for other nations.

Countries Considering Similar Bans

e United Kingdom

Rishi Sunak (UK PM) praised Australia’s "bold stance" but stopped short of endorsing a full ban.

The Online Safety Act (2023) already requires age checks on porn sites; some MPs want social media included.
Key Concern: "Will this survive legal challenges under free speech laws?" (BBC)

United States

Florida and Texas have passed laws requiring parental consent for social media use by individuals under the age of
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16.
o Surgeon General Vivek Murthy supports restrictions but warns of First Amendment hurdles.
o Key debate: "Should the U.S. follow Australia, or is this federal overreach?" (The New York Times)
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European Union
The Digital Services Act (DSA) forces platforms to mitigate risks for minors but does not impose outright bans.
France is debating stricter age verification after a report linked TikTok to teen suicides.
Key Stance: "We prefer regulation over prohibition." (Politico EU)
Countries Opposed to Blanket Bans
Canada
Justin Trudeau’s government focuses on "digital literacy" over bans.
Privacy laws make strict age verification difficult.
Key Argument: "Education, not prohibition, is the solution." (CBC)
New Zealand
Currently reviewing online safety laws, but avoids Australia's hardline approach.
Key Concern: "Could this push kids onto riskier, unregulated platforms?" (NZ Herald)
Nordic Nations (Sweden, Norway, Finland)
Prefer parental controls and school-based digital education.
Key Stance: "Trust in parents, not state mandates." (Reuters)
. Tech Industry & Global Platforms’ Responses
Meta (Facebook, Instagram, WhatsApp)
Publicly neutral but privately lobbying against the law, per leaked emails (The Washington Post).
Pushing its own "parental supervision tools" as an alternative.
TikTok
Claims its algorithm already limits harmful content for minors.
Preparing legal challenges if similar bans spread (Financial Times).
X (Twitter)
Elon Musk called the ban "anti-free speech" but has not detailed resistance plans.
Google (YouTube)
Highlights its existing "Supervised Experiences" for kids under 13.
Warns that bans could stifle educational content (TechPolicy Press).
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4.4 Analysis of Loopholes & Tech Industry Compliance Strategies in Australia’s Social Media Ban:
Australia’s under-16 social media ban is one of the most restrictive laws of its kind, but its effectiveness will depend on
how well it can be enforced—and how easily tech companies and users can bypass it. Below is an analysis of potential
loopholes, workarounds, and compliance strategies that may emerge.
1. Likely Loopholes & User Workarounds
A. VPNs & Geo-Spoofing
e Issue: Australia’s ban applies only to domestic IP addresses.
e Workaround: Tech-savvy teens can use VPNs (Virtual Private Networks) to mask their location and access
social media.
e Example:
0 A 15-year-old in Sydney uses a free VPN to change their [P address to a US one, then creates a new Instagram
account.
o Platforms like TikTok and Smapchat may not block these users if they appear to be from regions with no
restrictions in place.
. Fake Accounts & Age Fraud
Issue: Age verification relies on self-reporting or weak checks.
Workaround: Kids can lie about their age (as many already do).
Example:
A 14-year-old signs up for Facebook by entering a fake birth year (e.g., 2005 instead of 2010).
Unless platforms enforce strict ID checks, this remains a significant loophole.
. Parent-Managed Accounts
Issue: The law permits parental consent for individuals under the age of 16.
Workaround: Parents may create accounts for their kids or log in on their behalf.
Example:
A parent sets up an Instagram account under their own name but lets their 12-year-old use it.
Platforms struggle to detect this unless they monitor usage patterns (e.g., messaging habits).
. Alternative Platforms & Decentralized Apps
Issue: The ban targets major platforms (Meta, TikTok, Snapchat) but not smaller or decentralised apps.
Workaround: Teens migrate to less-regulated platforms like:
Discord (used for group chats)
Mastodon or Bluesky (decentralised social networks)
Gaming chat apps (Roblox, Steam)
Tech Companies’ Compliance Strategies
A. Minimal Compliance (Doing the Bare Minimum)
e Strategy: Some platforms may technically comply but avoid aggressive enforcement.
o Tactics:
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o Soft age gates (e.g., a pop-up asking "Are you over 16?" with no verification).

o Limited data collection is used to avoid a privacy backlash.

e Example:

o Twitter/X/X implements a checkbox for age, but does not require ID uploads.

B. Biometric Age Verification (High Compliance)

e Strategy: Companies like Meta and TikTok may adopt facial age estimation to avoid storing IDs.
e Tactics:

o Al scans a selfie to guess age (used in China’s "Minor Mode").

o No ID storage (reducing privacy concerns).

e Example:

o Instagram requires a one-time face scan for users claiming to be 16 years or older.

C. Shadow Banning & Algorithmic Restrictions

e Strategy: Platforms may allow accounts under 16 but limit their functionality.

e Tactics:

o No algorithmic feeds (showing only chronological posts).

o Blocking DMs from strangers.

o Restricting viral content (e.g., no Reels/TikTok For You Page).

e Example:

o YouTube already does this for under-13 accounts (heavily restricted browsing).

D. Lobbying for Weaker Enforcement

e Strategy: Big tech may push for delays, exemptions, or legal challenges.

e Tactics:

o Arguing that the law violates free speech (as seen in Florida's blocked ban).

o Promoting "parental controls" as an alternative (e.g., Meta’s Family Centre).

e Example:

o Google and Meta lobby Australian MPs to water down age checks before 2025 enforcement.
3. Can Australia Close These Loopholes?

Possible Government Countermeasures

Mandating Strict ID Checks

Requires passports or driver’s licenses (risks privacy lawsuits).

Blocking VPN Services

China-style firewall tactics (unlikely in Australia due to concerns about censorship).
Fining Platforms for Non-Compliance

Threatening 10% of global revenue (e.g., Meta could face $13B fines).

Biggest Weakness: Decentralised & Foreign Apps

e Laws cannot easily regulate foreign apps (like Discord) or peer-to-peer platforms (like Telegram).
e Teens may shift to unregulated spaces, making it harder to monitor them.

4. Will the Ban Actually Work?

Best-Case Scenario

e Platforms implement robust age verification checks (e.g., facial recognition).

e Parents support the ban, reducing underage usage.

e Mental health metrics improve among teens.

Worst-Case Scenario

e Kids bypass restrictions via VPNs and fake accounts.

e Privacy lawsuits prompt Australia to reconsider its laws.

e Social media activity shifts to darker, less regulated corners of the internet.

Most Likely Outcome

e Partial compliance: Big platforms (Meta, TikTok) follow rules, but loopholes persist.
e Ongoing cat-and-mouse game: Regulators keep tightening rules, while tech firms and users find workarounds.

O w O O H

S INTERPRETATION

A) The sentiment analysis reveals a polarized response:

e Pro-ban voices emphasise the benefits to child welfare and mental health.

e Opponents warn of privacy risks, enforcement difficulties, and potential overreach. Anti-ban voices highlight risks
to privacy and free expression (Abi-Jaoude et al., 2020).

e Neutral observers suggest the law’s success depends on implementation details. The digital environment presents
both opportunities and risks for children, which necessitates a multifaceted approach to online safety (Yuliana, 2022).
Digital technologies can be leveraged to address gaps in mental health services (Haidt & Allen, 2020).

Balancing child protection with freedom of access will require careful consideration of technical feasibility, privacy
safeguards, and potential unintended consequences (Jang & Ko, 2023; Livingstone et al., 2017). A collaborative effort
involving governments, tech companies, educators, and parents is essential to navigate these challenges effectively
(Crepax & Miiehlberg, 2022; Hsieh & Gourneau, 2023; Ricci et al., 2022; Utter et al., 2021).

The digital realm presents a complex interplay of opportunities and risks, especially for younger users who may lack the
critical thinking skills and experience to navigate its intricacies safely (Livingstone et al., 2021). As children spend
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considerable time online for educational and entertainment purposes, they encounter numerous opportunities while
simultaneously facing potential dangers (Quayyum et al., 2021). It is essential to strike a balance between protecting
children from harm and fostering their digital literacy, allowing them to harness the benefits of the internet while
mitigating the risks (Livingstone et al., 2017; Presta et al., 2024).

Australia's decision to ban children under 16 from social media represents a bold and unprecedented step in digital
regulation. The sentiment analysis of media coverage reveals a highly polarised public and institutional response,
characterised by strong arguments on both sides.

While proponents emphasise the potential for enhanced child welfare and improved mental health outcomes, critics
highlight significant concerns regarding privacy, enforcement, and potential overreach. The ultimate success of this law
will likely hinge on the specifics of its implementation and the ability to strike a balance between ensuring child safety,
protecting individual privacy, and maintaining practical enforceability. The global community will closely monitor the
long-term effects of this legislation, which is likely to influence future discussions and approaches to digital regulation
worldwide.

B) A Contentious but Landmark Move

Experts agree that Australia’s ban is a bold experiment in digital regulation, but opinions are sharply divided:

e Proponents see it as a necessary shield against mental health harms.

e Critics warn of privacy risks, enforcement hurdles, and unintended consequences.

e Tech companies are likely to challenge the law, while other nations closely monitor the situation.

The debate highlights a global struggle: How to protect children online without stifling freedoms or ignoring
practical realities? Australia's policy will serve as a key case study in the years to come.

C) A High-Stakes Experiment

Australia’s ban is a bold move, but its success depends on:

Tech companies’ willingness to enforce it (not just pretend).

» Closing VPN and fake-account loopholes.

» Avoiding privacy disasters (like mass ID leaks).

If it proves successful, other countries are likely to follow suit. If it fails, it could become a case study in unintended
consequences of digital regulation.

6 CONCLUSION OF SENTIMENT ANALYSIS

The sentiment analysis reveals a deeply divided response to Australia's social media ban for children under 16. The core
of the debate lies in the tension between safeguarding children's wellbeing in the digital environment and respecting
individual privacy and freedom of access to information. Proponents frame the ban as a necessary measure to address
the documented harms of social media on young people's mental health and safety. Conversely, opponents express
apprehension about the practical implementation of the law, particularly the privacy implications of age verification and
the potential for the ban to be circumvented. The neutral coverage underscores the complexity of the issue and the
significant challenges involved in regulating online spaces effectively.

The proposed social media ban in Australia for children under 16 elicits varied reactions, reflecting the complexities
inherent in balancing digital safety with individual liberties (Trengove et al., 2022). Parental controls are viewed as
strategies to protect children from risks; however, concerns have been raised about their effectiveness (Zaman &
Nouwen, 2016). It is also worth noting that some parents need help or are unable to support their children's online
activities (Green et al., 2011). Parents are considered the first line of defence, yet many may lack the technical skills to
monitor their children's online behaviour or feel ill-equipped to discuss digital safety (Oguine et al., 2025). This parental
gap is due to the constant emergence of new platforms, applications, and online trends (Chang et al., 2023). The
presumption that parents can effectively regulate their children's online activities is further challenged by the fact that
teenagers often have greater digital literacy, resulting in a power dynamic shift where teens bypass parental controls
(Erickson et al., 2015).

The introduction of new regulatory frameworks often reflects a response to emerging challenges, with rising control
mechanisms triggering concerns about the free flow of information and ideas on the internet (Tokat, 2023). There is a
debate on whether the government should intervene to protect children or parents should be responsible for their online
activities (Silbaugh & Caplan-Bricker, 2024). Overzealous regulation, it is argued, can stifle innovation, limit access to
beneficial educational content, and disproportionately affect marginalised communities who rely on digital platforms
for information and communication.

The feasibility and effectiveness of the proposed ban hinge on practical considerations, notably the implementation of
robust age verification mechanisms (Livingstone & Sylwander, 2025). Age verification is a complex task, with methods
ranging from self-declaration to more invasive techniques, such as facial recognition or digital identity verification
(Chawki, 2025). Implementing these measures raises substantial privacy concerns, particularly regarding the collection
and storage of personal data (Flonk et al., 2024). There are also concerns about the potential for data breaches and the
misuse of personal information. Circumventing the ban is another significant challenge, as technologically savvy
children may utilise VPNs or other tools to bypass restrictions, rendering the ban ineffective.

Given these limitations and unintended consequences, a more holistic strategy may be warranted, one that combines
targeted regulation with comprehensive digital literacy programs, parental education initiatives, and industry self-
regulation (Tryon, 2015).

Focus on digital literacy enables children to critically evaluate online content, recognise and avoid online risks, and
make informed decisions about their digital engagement (Livingstone & Blum-Ross, 2019). Educating parents about
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online safety, privacy settings, and effective communication strategies can empower them to guide their children's
online experiences.

Conclusion: A Global Experiment in Digital Regulation

Australia’s ban has intensified debates worldwide:

e Conservative/Pro-Regulation Governments (such as the UK, US states, and France) see it as a potential blueprint.
e Liberal and Digital Rights Advocates warn of privacy and free speech risks.

e Tech Giants are preparing legal and lobbying battles to prevent similar laws abroad.

The next phase will hinge on:

> Enforcement Success — Can Australia Implement Age Checks Without Invasive Surveillance?

> Legal Challenges — Will courts strike it down as unconstitutional?

> International Ripple Effects — Will More Countries Adopt Bans, or Will Australia Stand Alone?

This law could either become a global trend or a cautionary tale—making it one of the most closely watched digital
policies of the decade.
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